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SuMMARY -

For estimating the square of the population mean 12 and variance ¢, some estimators
are defined and their properties are analyzed in the context of normal population
under large sample approximation.
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Introduction

Tn many sitaations of practical importance, the coefficient of variation
exhibits stability and its value may be fairly accurately known. In such
cases the estimation of variance reduces to the estimation of the square
of the population mean .2 There are other instances when ¢ may be the
parameter of interest, see, €.g. Govmdarazulu and Sahai [2] and Upadh-
yaya and Singh [8].

Suppose a random sample of size n is drawn from a normal parent
N (r, C? 1?) where C* = o%/u? is the square of the coefficient of varia-
tion. If C?is exactly known, an unbiased estimator of Mt is

- . 8 : 5 -
= X —_ n . -2=[ . C ]31.]
1 + C%n nt+c " ! n+ C? LD

and its relative variance is

u2 ]2 _ 2C2(2n + C?) (1.2)
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Iz xis 7he sample mean based on 1 observatxons

where x = n!
: i=1

In practlce c? may not be exactly known. Then the estimator ¢ is of

" little utility. However, if C2 has shown stability in repeated experiments,

one can use a guessed value C; instead of C2. But if nothing is known
about C, then only alternative is to estimate it from the sample data at
hand. We may employ the following two consistent estimators of C?
(see, for example, Srivastava [4 : 34-35]) :

. i PR U ']

¢ | X2 \(l nx2 ) } ‘ :
/\2 52 I .
= ]

. . _ _
where s> = (n — 1) 'Z . (x«— x)?is an unbiased estimator of o>

based on n observatlons.

-~

The substltutlon of C2 and C2 in (1,1) led Das [1] and Pandey [3] to
formulate some cstlmators for P-' Some known estimators of #? when C2
is unknown are compiled in Table 1.

TABLE 1—ESTIMATORS OF ;2 WHEN C2 IS UNKNOWN

Estimator

Srivastava, Dwivedi
and Bhatnagar [5)

}

Reference
An estimator T, = 2 ] ';
: Mnmmum variance _ } _ s
unbiased estimator (MVUE) J| Ty =x2— 4

' (n—l 2
T’—Xz—- n

52 -1
Das [1] T,=xz(1+-“_‘_2)
’ : ’ s2 ' 2 \—1
Pandey [3] T‘,:xg[ 1+ (1+ ,,s;é) ]
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Das [1] indicated that the probability of T,
ficant for small samples and defined the follo
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being negative may be signi-
wing modified estimator :

Owing to lack of exact expressions for the biases and mean squared
errors of 77 and 7T; considered by Das [1] and T, 1eported by Pandey [3],
resort was made to Monte Carlo experiments for comparative study of
estimators. Such experiments are not very conclusive because of their
well known limitations. The exact expressions for biases and mean squar-
ed errors T{ and T are derived by Srivastava, Dwivedi and Bhatnagar
[5]. But they too fail to draw clear cut inference as the results obtained
by them are quite intricate. It is to be noted that the expressions for bias
and mean squared error of Pandey [3] estimator T¢ can also be obtained
following the procedure cited in [5]. However, it may be observed that
T1 will be very close to T for large 7 and thus will possess the same large
sample properties as 7. For T, and: T, the large sample approximations
for the relative biases and relative mean squared errors are derived by
Srivastava, Dwivedi and Bhatnagar [5] and Pandey 3], respectively.

The relative biases (RB) and relative mean squared errors (RMSE) of

the estimators T, i = 0 to 4 cited in-Table 1 are compiled in Table 2.

TABLE 2—THE RELATIVE BIASES AND RELATIVE M

ERRORS OF T;,i = 0 to4.

EAN SQUARED

Estimator Relative bias to Terms of

Order 0 (n—%)

Relative MSE to Terms of Order 0 n3)

T,

T

T,

T,

T,

RB (T,) = C2/n

RB(Ty) =0
2¢C®
T) = 2~
RB (T = ooty

c4

i

RMSE (T,) = —5—2(4+ 302)

RMSE (T}) =

RMSE (T;) =

RB (Ty) = Tﬂ[ 1+ EL:ﬂ] RMSE (T}) =

CB
RB (T,) = ’n
3

RMSE (T,) =

2¢C2

n

2

2

n

2C2

n

[
[

n

2+ )

2 C2
al
C

- (3) 9]
()0 ]

2+ ()]
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In Section; 2 and 3 some estimators are suggested for 2 and ¢°, respec-
tively and their properties studied under large sample approximation.

2. Estimators For ¢*

Consider the following estimators f'or-EJ-2 :

b= 5:8[1 -2 (1 - = )—1]—1 @)
nx - nx2
_ ’ 52 52 2\t —-1 ,
3 = x1 —¢1 —_—fl - =
2‘ x[l+nx2{'+ nx2( _nx“) }] : (2'.2)

s2

- 52 s 1
= ‘ 1 — 1 = :
ts x2[1+nx2{ +nx3( ‘Jr,an)}], @3
2 . 2 -1 2 3\ —ly-1
;=2 l-—s_(l——-sTv) 1 (1~ = } ]
i [ - onx2 nx? { +nx’( n x* ) ’

2.9
In order to derive the expressions for bias and mean squared error of
_ t, i = 1to 4, under large sample approximaiion, we write

F=k(l+ c)ands2=102(l+ ¢)
such that E(s)) = 0,i=0,1and |[¢]| <1,i=0,1,-

Thus substituting the values of x and s? in terms of /s in (2.1), (2.2),
(2.3) and (2.4) we have

=matrwr 1+ Saraar e

12 - . ¢ -] -1 .
x{1- T araa+am} ] @9
R Ry (N

i Lasaargr(1i-Satmatar}]
: @6)

\
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ty=1p2(1 + én)’[l -+ CTE(I + &) (1 4 gp)?

x{1 +—ﬁ—2 (a+ e+ e2(1+ L bey a4 e W
| | - oen

n

=B ey~ CERIEEL g g gy ]

=1\ ~=1

X{l"‘f‘% U. + &) (1 + g2 (l = ii(l + 51) a1+ eu)—") }
' (2.8)

Now expanding the right hand sides of equations (2 5) to (2.8), retain-
ing the terms to order O (n-s) and simplifying, we get

E(f) =p2=>Bias () =0 = RB(f) = 0. i=1to4 (2.9)

The mean squared error of #,, i = 1 to 4 can easily be obtained to terms
of order O (n?) as :

MSE (1) = 2“C’[H('”L')c*!] | i=lt9; | (2.10)

= RMSE.(I:)' = M?ff"’ = .-252 [ 24 ( ﬁnf l'-) c:.] |
i=ltod - '(2.411).'
From Table 2, (2.9) and (2.11) we observe that

0=RB () { RB(TY < RB(Ty) ' i= l to_.4 - (2.12)

and

RMSE () = RMSE (T;) = RMSE (T,) - i=1to 4 (2.13)




ESTIMATION OF PARAMETERS IN NORMAL PARBNT =~ - . 103

Thus for larger sample sizes, the proposed estimator &, | = 1 to 4, which
are unbiased, are preferable over Pandey [3] estimator.

3, Estimators for o2 When C2 is Unknewn

The populatlon variance ‘o2 is equal to C? p2 Its estimators will be

A
02 = C2 W On the basis of the estimators for u2 reported in Table 1,

Pandey [3] forwarded the following estimators for ¢2 as

Tl‘ = g3 ' - ) (3'1) |
R
S s4 ) .
T3 =52 — —= : ©(3.2)
n x2 4 .
T = ( 14 - ) (3.3)
n x2 4
1) = sz\: 1+ ——( 1+ —S—Z—)J_ S G4
n x2 nx -
The maximum likelihood estimator of o2 is
-1
T3 = ("—n—) s (3.5)

The relative biases and relative mean squared errors of T: i=1to5to
terms of order O (n~2) are compiled in Table 3. :

| TABLE 3—THE RELATIVE BIASES AND RELATIVE MEAN SQUARED
ERRORSOF T} ;i=1105

Esti- Relative Bias to Terms of Relative Mean Squared Error to

mator - Order 0 (n~2) Terms of Order 0 (n™2)

T; RB (T;‘) =0 "RMSE (Ti“) = 2/(n—1) .
T; RB>(T) = — —[ 1+ e+ + ) ], RMSE (T*) =_E_[ 1 +'g(C2—8) ]
T:  RB(TP - c [ 1+ 3(—1—+—C—2)] RMSE (T%) = RMSE ()

7o RB(TY = < [ 1+ Qﬂ] RMSE(T“) = RMSE (%) '

T¢®  RB (15" =—-lIll R RMSE(T')-—(Zn-—-l)[n2
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On the basis of similar arguments we propose four estimators for o2 as

*.
= s

(-2 )T
1= sz[l + ns£= { 1+ ;s;fz(l - ns:"c- )_‘}]ﬂ (3.7
= s“[l + n“;z {1 + n’ﬂ_, 1+ n—%\)}]_l (3.1)

(3.9)
It is easy to verify that the relative biases and relative mean squared
errors of £, i = 1 to 4, to terms of. order O (n7?), are .

RB(:,*)=—;[1+T(z‘+_'3ca)],i=1to4 (3.10)
and
RMSE (1}) = %[ 1+ g%) ] i=1to4. NERI

It follows froxﬂ Table 3, (3.10) and (3.11! that the proposed_estimators

- are as good as Pandey [3] T estimator. But these estimators are inferior _

to.Ts, since T5 has smaller absolute relative bias and same RMSE, Fur-
‘ther it may be concluded that these estimators- are better than maximum
likelihood estimator T7j if :

(i) sample size is small but coefficient of variation is large, and
(ii) samplc size is large but coefficient of variation is small

“Keeping in view the form of Snvastava and Banarasi [7] estlmator of
the population mean @, we can propose a class of e.,umators for o2 ag

=g 1- 52_(1-}-3_ "]
» nx2\ nx3 o

- (3.12)
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where « is nonstochastic.

To terms of order O (u’), the relative bias and relative mean squared
' _error of Ts are, respectively, given by

RB =~ —L 1+ { 2+ (3 —w 02}] (3.13)
and -
2 2 ’
RMSE (T)—2[1+' M] (3.14)
From Table 3, (3.13) and (3.14) we have -
ARB (:) = RMSE (T3) ‘ . ,
, : ' } for o > 1 - (3.15)
RMSE (%) = RMSE (T3) - )
‘and
. ARB (:;) <aRB@T) ] ' |
fora > 0 ¢3.16)
RMSE (12 ) = RMSB (T“) .

where ARB (.) = RB ( ) stands for absolute relative bias. :
From (3.15) and (3.16) it follows that the estimator t3, for all values of
«>1,is sui)erior to the proposed estimators ', i = 1 to 4 and the esti-
mators T, T} and T, considered by Pandey [3]. _
Motivated by Srivastava and Bhatnagar [6], we suggest the two. para-
meter famlly of estimators for o2 as

n%z (1+ —if;—z)_] . (3.17)

where K and g are characterizing scalars.
_ Assuming the characterizing scalars to be non- stdchastic, it is easy to
see that the relative bias and relatlve mean squared error of £, to terms

- of order 0 (n®) are

te = 82|

RB (1) = [1+ {2+(3—g>c'}] RNERT)
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and .
RMSE (t3) = 2 [ 14+ —— (KC* + '8)] | © (3.19)

It is to be noted that for K = — 1 and g = o« the expressions for rela-
tive bias and relative mean squared error of #5 turn out to be the same as
ts, :

From Table 3 and (3.19) we see that the proposed estimator t6 is more
eﬂici_ent than Pandey [3] estimator T , if

ei'ther—l4<K<(~c—(;—8)jCz>8 } -
€t — 3 e - (3.20)
, AT — O - s ] ’

or oz < K<—1C2p8 ]

Minimization of RMSE (tg) with respect to K yields

Knin = — 4[C* @32
so that |
. . 2 8 .
min. RMSE (l‘) = -—n—( 1— "y ) (3.22)

Thus if G? is exactly known then the resulting estimator

. g,2 -1 a
6= _-— — {14+ = 3.23
° =7 [l nx”( +-rgx2 ) :\ (. )

is more Qtﬁcient than maximum likelihood qstimator T;.
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